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Comparison with Existing Approaches

Overall Pipeline

Decoder Design                                                                                      Losses

3. Method - Temporal Diagram Grounding in Videos

Motivation
Need to model multiple unbiased segments per video.

Contributions
1. Sequential Grounding with Composite Queries: Developed a detection 

transformer that uses composite queries combining both content and 
positional priors to handle varying query lengths.

2. Enhanced Attention Mechanisms: Designed specialized self-attention 
masks and optimized cross-attention value choices for better grounding.

3. State-of-the-Art Performance: Achieved significant improvements on 
IAW and YouCook2, demonstrating effectiveness for both diagram and 
sentence sequence grounding.

2. Motivation & Contributions
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4. Content and Position Jointly Guided Cross-Attention Visualization

Code & Datasets

Problem Statement
     Given an untrimmed video that has been evenly divided into clips for 
feature extraction, we denote these clips by { } , and the set of 
diagrams corresponding to the video by { } , we aim to develop a model 
capable of accurately predicting the timespan of each diagram = ( , ), 
where and are the normalized start and end time of a segment.

1. Introduction
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5. Final Result

(a) Moment-DETR (b) LVTR (c) Ours

Ikea Assembly in the Wild dataset.

YouCook2 dataset.
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Charades-STA ActivityNet-Caption YouCook II IAW

(a) Self-Attention (b) Cross-Attention

(a) Span L1 Loss:

(b) Generalized IoU Loss:

(c) Background Score Loss:

(d) Total Loss:


